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Abstract. This paper reports experiments of recognizing walkers based on mea-
surements with a pressure-sensitive EMFi-floor. Identification is based on a two-
level classifier system. The first level performs Learning Vector Quantization
(LVQ) with a reject option to identify or to reject a single footstep. The sec-
ond level classifies or rejects a sequence of three consecutive identified footsteps
based on the knowledge from the first level. The system was able to reduce classi-
fication error compared to a single footstep classifier without a reject option. The
results show a 90% overall success rate with a 20% rejection rate, identifying
eleven walkers, which can be considered very reliable.

1 Introduction

In this paper, experiments on recognizing walkers on a pressure-sensitive floor are de-
scribed. Automatic recognition of occupants leads to personal profiling and enables
smooth interaction between the environment and the occupant. It facilitates the build-
ing of intelligent environments that learn and react to the occupants’ behaviour [1].

The idea of using footsteps to identify persons is not new. In [2] and [3] the identifi-
cation based on small area sensors, measuring the ground reaction force, were reported.
In our earlier experiments, Hidden Markov Models (initial study of three persons’ foot-
steps) [4] and Learning Vector Quantization [5] (for eleven walkers) [6] were used in
the identification of single footsteps, measured by utilizing the pressure-sensitive Elec-
troMechanical Film [7] (EMFi), as described in [6]. In both cases, the overall classifi-
cation rate was 78%.

In this paper, a two-level classifier is introduced. It is based on the 0-reject classifier
with a reject option developed in [8]. These authors base their classification and rejec-
tion on single input, while we use three consecutive input samples (footsteps) to make
the final decision. When a person walks into the room, it takes less than three seconds to
record three footsteps on the floor. This method improved the identification reliability,
which is essential in building smart living room scenarios based on a personal profile.

2 The Reject-optional Learning Vector Quantization

In a complex classification problem, such as footstep identification, it is useful to reject
samples that can not be classified reliably to any of the known classes. The aim is to
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reject the highest possible percentage of samples that would otherwise be misclassified.
As a side effect, some correctly classified input samples are rejected, although they
would be correctly classified without the reject option. In this section, the term 0-reject
classifier is used to describe a classifier without a reject option.

To achieve the criteria for rejection, two different thresholds must be determined:
one for detecting samples lying in an overlapping region, and one for the samples sig-
nificantly different from the trained class boundaries. In our application, the overlap
corresponds to a situation where two persons have similar features in their footsteps
or the measurements are noisy. If the input sample is far from the class boundaries,
a previously unknown (to the system) person is walking on the floor. To achieve the
thresholds, reliability evaluators are calculated from the training data. This evaluator is
derived from the properties of the 0-reject classifier. In this paper, an LVQ-based reli-
ability evaluator and the main ideas for determining optimal thresholds are presented.
More details can be found in [8].

The reject option can be adaptively defined for the given application domain. This is
done by assigning a cost coefficient to the misclassified, rejected and correctly classified
samples. Optimal thresholds can be computed using an effectiveness function for given
cost values. The effectiveness function P is determined in a form���������
	����	����� �������
	�����	����� ������	����
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are the costs for correctly classified, incorrectly classified and
rejected samples.
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samples for a given threshold � .
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present the percentages of correctly
classified, misclassified and rejected samples after the introduction of the reject option.
The effectiveness function (1) needs to satisfy

����� ���
.

The output vector of a trained LVQ classifier is the distance between the input sam-
ple and the closest prototype vector in a codebook, and is named as !#"%$'& . Moreover,
a trained LVQ codebook presents the class boundaries of given training set and can be
used to compute the values of reliability evaluators. The first reliability evaluator (*) is
defined as

( ) �,+%- ��.0/�132.540687 � if ! "9$:&<; !�=>)@?A �
otherwise

� (2)

where ! =>)@? is the highest value of !�"%$'& in the training set. This evaluator is used to
eliminate samples significantly different from the trained codebook vectors. The second
reliability evaluator (CB is

(DB � - � !�"9$:&!�E "%$'& � (3)

where !�E "9$:& is the distance between the input sample and the second winner proto-
type vector. This criterion is for rejecting the input samples belonging to an overlapping
region.

The optimal value of reject threshold � is obtained from the training set. The max-
imum of the effectiveness function can be found from the derivative for

�%� � � ([8]) as
follows,
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where � ��� ( ) � and � �*� (CB � are occurrence densities, and
� & � � ����� ��� ��� �
����� ��� �

is normalized cost. The occurrence densities can be estimated using Eq. (2) and Eq. (3)
for every training sample.

The following training algorithm presents the determination of the optimal threshold
values � ) and � B of fixed cost coefficients.

1. The training set is classified with a 0-reject classifier and then split into the subsets� �
of correctly classified samples and the subset

� �
of misclassified samples.

2. The values of the reliability evaluators ( ) and (DB are determined for each sample
in the sets

� �
and

� �
. Then, the occurrence density functions � � � ( ) � , � ��� (CB � ,

� ��� ( ) � , and � ��� (DB � are calculated.
3. The values of � ) and � B satisfying (4) are calculated.
4. The values of � ) and � B from Step 3 maximizing (1) are chosen as rejection thresh-

olds.

Figure 1 shows the typical occurrence densities for the footstep data. Samples below
the given threshold � B are rejected.
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Fig. 1. The example occurrence densities ���
	����� and ����	����� for correctly and incorrectly clas-
sified footstep data using a reliability evaluator �  . ��� ���� and ��� ���� are the percentages of rejected
samples for a given threshold �  . � � and � � are the accepted samples of correctly and incorrectly
classified samples by the reject classifier

3 Two-level Identification System

By combining decisions of multiple classifiers, we usually get more accurate results
compared to the decision of one classifier. The combinations of classifiers are typically



multi-level systems where several similar or different classifiers are used to to make
a joint decision concerning the input patterns [9]. For example, an application using
multiple independent LVQ classifiers to recognize handwritten digits can be found in
[10].

In our system, three consecutive footsteps from one person are used in the identifi-
cation. The architecture of the classifier is shown in Figure 2. The first level consists of
two different reliability evaluators, ( ) and ( B , as presented in section 2. Level 1 rejects
footsteps if (C) is below � ) , or if ( B is below � B . The decision at the second level is
based on the knowledge of the classification results at level 1, and the final decisions
are defined as

– REJECT
1. If a majority of the three samples are rejected by ( ) .
2. If one of the three samples is rejected by ( ) and another one is rejected by ( B .
3. If all samples are classified to different classes.

– ACCEPT
1. If a majority of the samples are classified to the same class.
2. If two of the samples are rejected by ( B and one is classified to one of the

classes.
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Fig. 2. Two-level identification system, which consists of two different reliability evaluators, ���
and �  . Level 1 rejects footsteps if � � is below � � , or if �  is below �  . Level 2 rejects or
accepts three steps pre-classified at the first level. At the second level, samples can be accepted
if a majority of them belong to the same class or if two of them are rejected by �  (from the
overlapping region) at the level 1

4 Experimental Results

The collected test data consist of the measurements of 11 persons walking on the
pressure-sensitive floor, stepping on one particular stripe (containing about 40 foot-
steps / person). The data collection and processing, as well as the feature selection,
are described more detailed in [6]. The rejection threshold determination algorithm and
two-level identification system were implemented in the MATLAB technical language.



Table 1. The results of 10 randomly chosen data sets of eleven persons’ footsteps. The cost coef-
ficients of misclassification

� � and rejection
� � were selected as (2,1),(4,3),(6,5),(10,9),(15,14)

and (-) (no rejection on the first level), keeping
� � equal to one. The first column presents the cost

values of the best results. The second and third column consist of the best total recognition and
reject rates of three consecutive footstep. The fourth and fifth columns present total recognition
and reject rates using single footsteps, and the last column shows the recognition rates of a single
0-reject LVQ classifier

Test set ( ��������� ) Recog. rate Reject rate Recog. rate Reject rate 0-reject classifier
3 footsteps 3 footsteps 1 footstep 1 footstep 1 footstep

1. (-) 93.2 14.3 66.4 0.0 66.4
2. (6,5) 84.8 21.4 67.8 10.7 67.2
3. (15,14) 87.9 14.3 74.2 22.1 66.4
4. (15,14) 88.6 9.5 75.7 21.4 70.2
5. (-) 87.9 16.7 62.6 0.0 62.6
6. (15,14) 100 21.4 75.4 14.5 70.2
7. (-) 86.4 11.2 67.2 0.0 67.2
8. (15,14 90.2 11.9 70.9 1.5 69.5
9. (6,5) 95.5 30.9 69.2 10.7 68.0
10. (15,14) 75.0 28.6 59.8 11.5 58.0

Average 89.0% 18.0% 68.9% 9.2% 66.6%

The two-level classifier system was tested with 10 different, randomly selected
groupings for the data. The LVQ codebook consisted of 7 prototype vectors for each
class. The initial codebook training was similar to [6]. The reject thresholds were de-
termined for each data set using different pairs of cost coefficients for misclassification���

and rejection
���

.
Different cost coefficients were tested to find the optimal relation between the recog-

nition and reject rates. The relations between
���

and
���

were chosen to be small, as
it is essential to keep the percentages of rejection rate quite low. When the relation
was raised, it turned out that a majority of the samples were rejected. Using (

��� �:� �
) =

(2,1), for example, the average reject rate was 65% due to the huge overlap between the
different classes.

The best results from these 10 randomly generated data sets are shown in Table 1.
The results show that the two-level reject-optional LVQ for three footsteps was able
to improve identification compared to the single footstep classification. The average
rate shows 89.0% recognition by the two-level classifier with a 18.0% reject rate,while
the single-step classifier gives only 68.9% and 66.6% average rates with and without
a reject option, respectively. The most general cost coefficients

� �
and
���

of the best
results were 15 and 14. The typical rejection thresholds for using these costs were � ) �A
	��

and � B � A	 A�� .

5 Conclusions

In this paper, experiments on identifying persons based on their successive footsteps
on an EMFi floor were reported. A two-level identification system was developed for



decision-making. The system utilizes a reject option for single footsteps and makes a de-
cision on identification based on three consecutive footsteps. Footsteps can be recorded
when a person enters the smart living room within three seconds at best.

The reject option and the two-level classifier were able to raise the recognition rates
compared to the single-footstep classification. The overall success rate was 89%, and
the rejection rate was 18%. It is essential to make the identification as reliable as possi-
ble, as the room is supposed to react to the users identity and presence. The number of
testees in this experiment was eleven, but in a smart living room scenario is considered,
probably fewer occupants are about to use the space. Then, the overall recognition rate
might be even better.

Naturally, this research aims at real-time learning and identification. The reject op-
tion provides a possibility to enable adaptiveness. The reason for rejecting an identi-
fication can be determined based on the algorithm. The thresholds calculated ( � ) , � B )
explicitly indicate if the person is unknown to the system, or if the rejection is based on
noisy measurements. If identification is rejected based on � ) , the system can interpret
the occupant as a new person and start retraining the classifier automatically based on
the new footsteps.
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