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ABSTRACT

We applied a method called Distinction-Sensitive Learning
Vector Quantization (DSLVQ) to the classification of foot-
steps. The measurements were made by a pressure-sensitive
floor, which is part of the smart sensing living room in our
research laboratory. The aim is to identify walkers based
on their single footsteps. DSLVQ is an extended version
of Learning Vector Quantization (LVQ), and it can be used
for automated feature scaling and selection during the train-
ing of an LVQ codebook. The method shows improvements
in the classification accuracies compared to a standard LVQ.
In addition, due to its capability of automated input pruning,
discarding the non-informative features, it was able to detect
automatically the most significant features from a large set
of features. This is important in an adaptive identification
system, where the informative features might change.

1. INTRODUCTION

This paper describes experiments on automated feature se-
lection during the training of Kohonen’s LVQ [1] codebook
for footstep classification. A method called Distinction-
Sensitive Learning Vector Quantization (DSLVQ), proposed
in [2], was used. Automatic feature scaling is based on
feature relevance measurements. During the learning pro-
cess of codebook vectors, a weight vector is also determined
based on the relevance of single features. Non-informative
features get small weights and are automatically discarded
from the calculation of the weighted distance metric be-
tween an LVQ codebook vector and the input sample. When
building an adaptive identification method, where an aware
environment can learn and react to the behaviour of occu-
pants, it is essential for the system to be able to choose au-
tomatically the most informative features available.

Earlier footstep identification has been studied in a cou-
ple of projects. In [3] and [4], identification based on small
area force sensors is presented. Our work is based on mea-

surements from a large pressure-sensitive floor, and we uti-
lized such methods as Hidden Markov Models (HMM) [5]
and standard LVQ [6]. Recently, we also proposed a very
reliable method for identification, which combined indepen-
dent LVQ classifiers to make a decision based on multiple
footsteps. The method includes an option to reject sam-
ples, that cannot been classified reliably to any of the known
classes. The identification method is presented in [7].

The DSLVQ method can improve the classification of
single footsteps compared to our earlier research. Natu-
rally, it can also reduce the classification error in the method
of multiple footstep identification, where multiple DSLVQ
classifiers can be used to make a joint decision. Further-
more, DSLVQ provides more adaptiveness due to its capa-
bility of feature ranking during operation. For example, if
a new person (unknown to the system) enters the room, and
we are able to detect her as a new person by using the reject-
optional classifier [7], the system can autonomously select
an optimal subset of input features from a large set during
the training of a new classifier.

The outline of the paper is as follows. In the next sec-
tion, related work on gait-based identification is presented.
Section 3 describes details of the sensor material and the
floor setting used in our experiments. A brief theory of foot-
step classification and an automatic feature selection method
is presented in section 4. In section 5, experimental results
using the algorithm are shown, and finally, in the last sec-
tion, the conclusions are presented.

2. RELATED WORK

Gait-based identification methods provide a flexible and nat-
ural way to model humans in smart environments without
any wearable sensors. Most of the works have been based
on the use of video cameras with machine vision methods.
Identification in these systems is based on modeling the se-
quence of walking stride using consecutive images from a



side-view camera. Different features are calculated from the
posture and limb positions of the subject and also from the
frequency and phase presentation of walking [8]. Temporal-
Templates and eigenspace transform with canonical space
transformations [9] and continuous HMM [10] have been
applied for modeling more dynamic properties of moving
objects.

Although vision-based systems provide reliable meth-
ods, which can capture the dynamic properties of human
walking, they suffer from the differences in light conditions
and background movements. In addition, the devices are not
always hidden from the user, and the occupant may hence
have a feeling of the “big brother watching”. The hidden
sensory system mounted on the floor provides a transpar-
ent way to model human motion and to perform identifica-
tion. Furthermore, transparency fulfils one requirement for
ubiquitous computing and calm technology in smart spaces,
which is not to disturb the user but to quietly support her
[11]. However, the information provided by the floor-based
system is more limited than that obtained with a vision-
based system. Instead of getting a dynamic model of the
whole body, we only get the profile of single footsteps, and
some information about the distance and time between them.

In SmartFloor [3] and ActiveFloor [4], footstep identi-
fication was accomplished by utilizing small force plates,
whose measurements were done by load cells installed at
each corner of the steel plate. SmartFloor consisted of 4
sensors and ActiveFloor of a group of 16 force plates. The
sensors measure theground reaction force(GRF) caused by
the weight and inertia forces of the body. The vertical com-
ponent of the GRF profile was used in identification along
with the Nearest-Neighbour classifier and HMM. Besides
identification and tracking, force plates have been used to
detect and classify simple activities of human body move-
ments, such as crouches, and jumps as well as standing up
and sitting down [12].

UbiFloor [13] uses 144 low-cost and simple ON/OFF
switch sensors, which are 14x2.5cm in size. The sensors are
placed horizontal to the walking direction, so that a group
of 4 sensors cover a single footstep. Feature extraction is
based on the use of both single footstep and walking fea-
tures calculated from 5 consecutive footsteps on the floor.
The Multi-Layer-Perceptron Neural Network was used as
an experimental identification method.

The combination of a camera-based system and GRF
floor sensors has also been studied. In the work [14], a hu-
man gait-based authentication system was developed to be
used as a surveillance system. The system showed very re-
liable recognition, but more flexible settings may be needed
in intelligent environments.

All the methods of footstep identification presented in
this section are based on the use of off-line trained classi-
fiers. In other words, once a classifier has been trained, it
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Fig. 1. The cross-section of EMFi. An external force af-
fecting the film’s surface causes a change in its thickness,
resulting in a change in the charge between the metal lay-
ers.

remains static. Our approach here is to make the classifica-
tion methods more adaptive.

3. EMFI FLOOR

Instead of using force plates measuring the GRF profile, our
floor setting consist of long sensor stripes of material called
ElectroMechanical Film (EMFi) [15]. EMFi is a thin, flex-
ible, inexpensive material, which consist of cellural, biax-
ially oriented polypropylene film coated with metal elec-
trodes. EMFi material is used in many commercial appli-
cations, such as keyboards, microphones and loudspeakers.
When EMFi is used as a sensor, an external force affecting
its surface causes a change in the film thickness, resulting
in a change between the metal layers. This charge can be
detected as a voltage. In figure 1, the cross-section of EMFi
is presented.

We have used EMFi material as a wide area floor sen-
sor, which is installed in our research laboratory as a part
of smart living room covering a 100 square meter area. The
EMFi floor contains 34 horizontal and 30 vertical stripes,
which are 30 cm wide. The sensor material is placed under
the normal floor, where it make up a 34x30 matrix with a
cell size of 30x30 cm (see fig. 2).

The advantage of using long stripes instead of small
squares is that there are a smaller number of wires and a
smaller number of channels to process. Using this setting,
we have only 64 channels to process, while small squares
30x30 cm in size would result in over a thousand pieces.
However, the use of a sensor stripe matrix, poses challenges
in signal processing. For example, when multiple persons
are being simultaneously tracked on the floor, pressure events
overlap even when the people are far from each other. More-
over, it is difficult to get “high-quality” footsteps for identi-
fication, if the person is walking freely around the room, due
to the fact that a given footstep impact may fall on multiple
sensor stripes.

Each sensor stripe produces a continuous signal that is
streamed into a PC (Pentium 1700 MHz, 256 MB main



Fig. 2. The setting for EMFi sensor stripes under the labo-
ratory’s normal flooring. Some stripes are artificially visu-
alized in the picture.

memory). The analogous signal is sampled at a rate of 100
Hz, using a National Instruments DAQ card (PCI-6033E)
containing an amplifier. At the first phase, the digitalized
signal is saved on a disk for analysis.

4. DISTINCTION-SENSITIVE LVQ

The LVQ [1] is an effective and simple distance measure-
ment based statistical classification method, where labeled
codebook vectors are trained in a supervised manner in an
N-dimensional feature space. Then, Euclidean distance is
used to classify an unknown sample to the closest code-
book vector. In order to be successful, however, LVQ needs
proper feature selection and scaling at the pre-processing
stage. Due to the distance metric, it treats all features equal-
ly, regardless of the fact that some of them might be more in-
formative than the others. Therefore, many automated fea-
ture ranking methods have been proposed to overcome this
problem of standard LVQ. In [16], the relevance LVQ based
on an LVQ1 training algorithm is introduced, and [17] pro-
vides a more stable solution derived from Generalized LVQ
[18]. DSLVQ [2] is otherwise quite similar to Generalized
Relevance LVQ, but it is based on an LVQ3 training algo-
rithm.

DSLVQ uses a weighted distance function to scale and
rank features during the training. The weighted Euclidean
distance function����� is presented, as follows,
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is a weight vector,� is

an input feature vector and	 a codebook vector.
During the training of DSLVQ, the codebook vectors are

updated in a similar manner as with LVQ3. Moreover, the

weight vector is adapted in parallel based on the relevance
of single features in the training samples. In iteration , the
two closest codebook vectors are	! � 
 and	 � � 
, which
belong to the same and to a different class compared to the
input sample�. The input sample� must also fall into a
window of certain width [1]. Then, the weights are adapted
with equations:
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In Eq. (5), the distance for a single feature,*1+ � 
,
is calculated between all the features in an input sample� � 
. Also, both of the closest codebook vectors	 � � 
 and	! � 
 are examined. The normalizing function$%&� �- 

( Eq. (4)) is a scaling transformation for the vector

- ��0 � � 0� � � � � 0� 
. The scaling factor results in a vector where
the sum over all elements is one. Normalization of both�
and (� (Eq. (2)) provides a certain amount of credits to
share between the relevant input-features. A new weight
vector (� is calculated in every learning iteration , ac-
cording to an evaluation function for single features. The
normalization process causes the scaling factor to be larger
if the number of relevant features is small. The weight vec-
tor � is then shifted toward(� , depending on the learning
factor' (Eq. (2)). The Evaluation function compares single
feature distances between the training vector� � 
 and the
two closest codebook vectors	 � � 
 and	! � 
. The new
weight value$�� is larger if the feature$ is closer to the
corresponding value of the proper codebook vector (�!+ )
and further away from the value of the other codebook vec-
tor (� �+ ). Division by the maximum distance (Eq. (3))
makes the process independent of proper normalization of
the features.

As a result, weight values become very small for non-
informative features, and the influence of these features is
reduced in the weighted distance metric when classifying
unknown samples. The learning rate' for the weights can
be set as the learning rate in LVQ3 training. However, with
a large number of codebook vectors the learning rate should
be smaller for the weights than for codebook training, be-
cause the weights are updated more often than the average
codebook vector.
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Fig. 3. The coordinate points derived from each footstep.

5. EXPERIMENTAL RESULTS

The experimental data set consisted of footsteps from eleven
different walkers, including about 200 footsteps of both feet
(about 40 footsteps / person). The footsteps were first seg-
mented from the raw data and then featurized. At the first
phase, segmentation was made with edge detection using a
FIR median hybrid filter [19], convolution, and threshold-
ing. We also developed a flexible statistical model-based
method for segmentation, based on Segmental Semi-Markov
Models (SSMM) [20]. The SSMM method is able to match
“high-quality” footstep from a noisy channel, which is es-
sential in building an online person identification and track-
ing system.

For feature extraction, a single footstep was divided into
two sections: the ball of the footstep and the heel of the foot-
step. The partition was made based on the local minimum��� �� � 0� �� 
, as shown in figure 3. Altogether 31 features
were extracted, including features from both the spatial and
the frequency domain.

Spatial features included mainly coordinate points of the
signal, as shown in figure 3. The relations between the co-
ordinate points were also included. In extracting the fre-
quency domain features, footsteps were interpolated or dec-
imated to have a uniform length of 64 time units. Then,
the Fast Fourier Transformation (FFT) [21] was used to cal-
culate the frequency domain presentation. First, four FFT
coefficients were chosen as a part of the feature vector. All
features were normalized between 0 and 1 to have an equal
influence on a standard Euclidean distance.

At the beginning of the project, a software package LNK-
net [22] developed at MIT Lincoln Laboratory was used to
analyze the relevance of features. It uses a kNN classifier to
recognize the best subset of features in a given data set, min-
imizing the classification error. It selected 13 features, all of

which belonged to the spatial domain. This clearly shows
that a lot of non-informative features were included in the
original data set. However, in an adaptive system, the infor-
mative features may change, and it is therefore important to
have a large set available, from which the best can be cho-
sen online. Two data sets were used to analyze the DSLVQ
algorithm. The first data set consisted of the 13 features
chosen by the kNN classifier. The second data set contained
all of the 31 features, including the non-informative ones.
These 31 features are presented in table 1. The features 1 -
13 were chosen by the kNN classifier.

The LVQ codebooks consisted of 18 prototype vectors
for each class. At first, the codebooks were trained by the
OLVQ1 to get raw decision boundaries, after which training
was continued with LVQ1. Finally, LVQ3 and DSLVQ were
used for fine tuning. The weight learning rate parameter'
in DSLVQ was set to 0.01, which was ten times smaller
than the codebook learning rate. This was found reasonable
when quite a large number of codebook vectors were used.
The standard LVQ training algorithms and the codebook
initializaton were done using the LVQPAK [23] developed
at the Faculty of Information Technology at Helsinki Uni-
versity of Technology. The DSLVQ algorithm was imple-
mented in Matlab technical language [24].

When using DSLVQ with 13 features, the value of equ-
ally weighted features was 0.0769. The most informative
single features were0 ��� and�� �� , and the two smallest
weight values were assigned to0��� � and� *� , so that the
last two will have the smallest influence on the weighted
distance metric. The rest of the features were assigned with
weight values close to the average (equally weighted value).
In the data set of 31 features, the average weight value was
0.0323, and 17 features were assigned with a value above
that. The most descriptive features, in addition to the 13
features selected earlier, were obtained from the frequency
domain (FFT coefficients) and also mean and standard de-
viation values in the end part of the footstep (� ��$ � and
� *� ). The non-informative features consisted of relational
features (0� �	�, 0��	�). The description of single features
presented above can be found in table 1. Moreover, the
weight values using these two different data sets are shown
summarized in table 2.

The overall recognition accuracies of eleven walkers are
presented in table 3. The results show the average accura-
cies and the standard deviations for 5-fold cross-validation
(CV) [25]. The data sets were trained by LVQ1, LVQ3, and
DSLVQ. The results show that DSLVQ improves classifi-
cation accuracies in both sets compared to standard LVQ
algorithms. The standard deviations in the results are very
high. This is indicative of instabilities between the classi-
fiers constructed for CV. In the most cases, the instabilities
are caused by the noisy measurements (footsteps) in the data
set.



Number Name Description

1. ����� Maximum time value of heel strike
2. 0��� � Maximum amplitude value the heel strike
3. �� �� Minimum time value between heel and ball of the foot strike
4. 0� �� Minimum amplitude value between heel and ball of the foot strike
5. ����� Maximum time value of ball of the foot strike
6. 0���� Maximum amplitude value of ball of the foot strike
7. � ��� End point before the film is reset
8. 0 ��� Amplitude value of the end point
9. � ��$ � Mean value from the beginning to the minimum point (�� ��)
10. � * � Standard deviation from the beginning to the minimum point (�� �� )
11. � ��$� Mean value from the minimum point (�� ��) to the middle point(�� ��)
12. � *� Standard deviation from the minimum point (�� ��) to the middle point (�� ��)
13. � ��$��� Mean value of difference between0��� � � 0���� and0� ��
14. �&�� � Area from the beginning to the minimum point (�� �� )
15. �&��� Area from the minimum point (�� �� ) to the middle point (�� ��)
16. � ���	 Start point of heel strike (when amplitude is above�� �� )
17. � ��		 End point of ball strike (when amplitude is below�� �� )
18.

�
�$�  ����	 Length of the heel impact (� ���	 � �� �� )

19.
�
�$�  ���		 Length of the ball of the foot impact (�� �� � � ��		)

20. � ��$ � Mean of the end part (�� �� � � ���)
21. � *� Standard deviation of the end part (�� �� � � ���)
22. ���� ����	 (

�0��� � � 0� �� 
� ��� �� � � ���	 
)
23. ���� � ��		 (

�0���� � 0� �� 
� �� ��		 � �� �� 
)
24. � ��	� Relation (���� ��� ���)
25. � ��	� Relation (����� �� ���)
26. 0� �	� Relation (0��� ��� ���)
27. 0� �	� Relation (0������ ���)
28. fft � Amplitude spectrum, 1. coefficient
29. fft � Amplitude spectrum, 2. coefficient
30. fft � Amplitude spectrum, 3. coefficient
31. fft � Amplitude spectrum, 4. coefficient

Table 1. The features derived from each footstep.

� � �	 � ���� �� �� nof 
 � �	 �

13 0.0769 0.1407 0.0379 7
31 0.0323 0.0487 0.0056 17

Table 2. The weight values after DSLVQ training are
shown. The first column presents the number of features in
the data set.� �	 � is the value of equally weighted features.���� and�� �� are the maximum and minimum values of
single feature weights. The last column shows the number
of features (nof) above the average value in the data set.

�
LVQ1 LVQ3 DSLVQ

13 66.8% (�5.4) 67.4% (�5.4) 70.2% (�5.7)
31 65.8% (�5.0) 66.5% (�4.7) 69.4% (�6.4)

Table 3. The recognition results of different LVQ algo-
rithms. The recognition rate is the average value of 5-fold
cross-validation. The standard deviation is presented in
parentheses.

�
is the number of features used in a data set.



6. CONCLUSIONS

In this work, Distinction-Sensitive LVQ was applied to foot-
step classification. The method provides automated feature
selection and scaling to improve the identification results
and to increase the adaptiveness of the identification sys-
tem.

The DSLVQ method was able to discard automatically
non-informative features in a data set of 31 features during
the learning process of the classifier and showed almost the
same accuracy as that attained by using 13 informative fea-
tures. In our system, where the informative features might
change, it is essential to be able to choose the relevant fea-
tures online. This adaptiveness is a very important property
of the online adaptive identification system.

In addition, DSLVQ provides a possibility to move the
pre-processing stage to the training phase, thereby decreas-
ing the computing time needed to build a new classifier
compared to off-line pre-processing methods. Clearly, this
results in faster adaptation to previously unknown (to the
system) persons in our smart living room.
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